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Enhanced Accessibility of Climate Data for Research and Teaching through a THREDDS 
Data Server 

 
Project Summary 
 
The High Plains Regional Climate Center (HPRCC) is seeking funding for a THREDDS Data 
Server to enhance data delivery for research and teaching efforts across the region and 
throughout the nation. The HPRCC is a climate service provider that delivers value-added 
climate data and products to a diverse community of users. Although the Center’s products are 
provided in a number of ways, the lack of access for those requiring netCDF file formats is 
potentially leading to an underutilization of these products, particularly among researchers and 
students. Implementation of a new THREDDS Data Server would allow the HPRCC to deliver 
netCDF versions of its products, such as the Standardized Precipitation Index (SPI), which could 
expand the community to a more diverse set of classrooms and researchers. 
 
Project Description 
 
The HPRCC is a NOAA/NCEI supported center, which is located at the University of Nebraska-
Lincoln (UNL). As part of the Regional Climate Center (RCC) program, the mission of the 
HPRCC is simple – to increase the use and availability of climate data and information in the 
High Plains Region, which includes the states of Colorado, Kansas, Nebraska, North Dakota, 
South Dakota, and Wyoming. Center staff achieve this mission by providing climate services, 
developing climate data and information products, conducting applied climate research projects, 
and engaging stakeholders. The user base for the Center is large and varied, including 
researchers, educators, engineers, utilities, legal, media, and the private sector, in addition to 
local, state, federal, and tribal governments, among others. Although the Center’s efforts are 
primarily focused on the High Plains states, in the past 5 years alone, the HPRCC has served the 
applied climate data needs of every state in the nation and over 20 countries and U.S. territories. 
 
Approximately 28 percent of all the 
HPRCC’s direct user contacts originate from 
research, teaching, and extension personnel 
at universities. These inquiries range from 
simple data retrievals to more complex data 
analyses. In a recent analysis of peer-
reviewed publications citing HPRCC as a 
source of data, hundreds of manuscripts have 
been published from a broad range of 
disciplines, including agriculture, ecology, 
and engineering. Interestingly, only 10 
percent of the publications were from the 
fields of meteorology and climatology 
(Figure 1). 

                                                                    Figure 1: Research areas served by the HPRCC.  
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The RCCs have been at the forefront of operational support system development for over 20 
years, and the Applied Climate Information System (ACIS) is the backbone of RCC climate 
product development and delivery (http://www.rcc-acis.org/). It was developed specifically to 
meet the needs of end users and is continuously being updated and improved. The HPRCC has 
been a part of this system development and has developed a number of climate products and 
services derived from the system. ACIS incorporates historical data from a number of datasets as 
well as near real-time station data from Unidata’s Internet Data Distribution (IDD) service, 
which provides the most up-to-date climate information available. Data flowing through the IDD 
are acquired, processed, and stored by the HPRCC not only for inclusion into ACIS, but also for 
inclusion into NCEI’s Global Historical Climatology Network-Daily (GHCN-D) dataset. 
 
Mapped versions of HPRCC products that utilize ACIS, like the ones shown below in Figure 2, 
are accessed over 8,500 times per day by users from around the world. The maps are offered for 
several variables over timescales spanning from one week to two years and there is an archive of 
nearly 250,000 map images from the past 16 years. These products have become well established 
in the water resource management community for monitoring climate conditions and assessing 
drought impacts, and are also regularly used for agricultural applications. Despite the popularity 
of these mapped products, the gridded datasets associated with their creation have yet to be 
offered. Short of making special requests, researchers have had to rely on using the raw data to 
create their own products or using the prepared, static images. 
 

 
Figure 2: Researchers normally rely on raw data or pre-prepared images, such as these 
Standardized Precipitation Index (SPI) maps. 
 
One way to fill this gap in services is to provide netCDF versions of these products. At this time, 
the HPRCC product generation suite has the capability of generating netCDF datasets, but 
inadequate infrastructure for deployment. As such, the HPRCC is seeking funding for a 
THREDDS Data Server in order to introduce new gridded products to the community. This 
server would be the preferred method of delivery because 1) the visualization tools could 
improve accessibility to data in the classroom, particularly due to the accompanying 
visualization tools (see Figure 3), and 2) researchers would gain direct access to datasets using 
the many tools available via Unidata for querying a THREDDS Data Server. This resource could 

http://www.rcc-acis.org/
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prove critical for programs centered around drought impacts and assessments, since HPRCC data 
are already used extensively by several organizations for this purpose, including the National 
Drought Mitigation Center and the U.S. Department of Agriculture. Additionally, for those in the 
HPRCC user-community who are unfamiliar with netCDF, the THREDDS server could 
encourage utilization through ease of use. 
  

 
 
Figure 3: Academic programs can integrate gridded products into the curriculum using tools 
like Unidata’s Integrated Data Viewer (IDV), seen here with a prototype of HPRCC data. 
 
Budget 
 
Funding in the amount of $6,219 is requested, which includes equipment only (Dell PowerEdge 
R630 server). At UNL, indirect costs are not charged on equipment grants.  
 
Following Unidata’s guidelines, the server will have a ZFS filesystem and be capable of 
supporting the I/O intensive operations required by THREDDS. The server offers 3.84TB of disk 
space across 8 hot pluggable drive bays, 32GB of RAM, and a 2.1GHz, 20M cache processor. 
After a RAID-Z2 filesystem is configured, the disk space will be adequate for maintaining 
growing daily datasets and an archive. HPRCC gridded products are two dimensional and 
offered daily for 14 different timescales. Products will likely be combined into a single file per 
timescale. Compared to model output, the disk space requirements are modest with a daily 
dataset (multiple timescales) requiring approximately 32MB. With additional products in 
development, these requirements will increase over time, but will remain far below thresholds set 
by many sub-daily datasets in the atmospheric sciences. A complete system description is 
provided at the end of the proposal. 
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The server will be housed on existing rack space already allocated to the HPRCC at the Scott 
Engineering Data Center at UNL (https://its.unl.edu/services/data-center-hosting). Server 
installation will be performed by HPRCC IT staff. 
 
To ensure long-term support, this project has been built around existing resources and personnel. 
As one of six RCCs supported by NOAA, the HPRCC has professional IT staff who can 
maintain the server well into the future.  
 
Equipment Dell PowerEdge R630 $6,219 
   
Indirect Costs  - 
Total Budget  $6,219 
 
Project Milestones 
 
Phase I (1 Month): July 2018 
Equipment will be purchased and installed immediately after grant funds are received. Delivery 
time for new equipment is typically one to two weeks followed by additional downtime while 
waiting for networking connections and ports. This initial process may take up to one month to 
complete. 
 
Phase II (1 Month): August 2018 
THREDDS will be installed on the new hardware and HPRCC daily gridded datasets will be 
directed to the new server. Internal testing will take place to ensure the server is operating 
properly. HPRCC will also identify ways to gather usage statistics through the preliminary 
period. This phase will take one month. 
 
Phase III (6 Months): September 2018 – February 2019 
The THREDDS server will be opened through the firewall for public access. The HPRCC will 
publicize the new service on social media and on their website. To further engage 
multidisciplinary researchers and students, a presentation will be offered at UNL’s School of 
Natural Resources that provides information about the new service and the many ways the data 
can be accessed.  
 
Phase IV: March 2019 
A written article summarizing the use of grant funds will be prepared following Phase III. Usage 
data and any testimonies received will be included to help assess impacts made in the 
community. 
 
 
 
 
 
 
 
 

https://its.unl.edu/services/data-center-hosting
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Hardware Quote 
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Hardware Details 
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